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Abstract

Block transmission with cyclic prefix is a promising technique to realize high-speed data rates
in frequency selective fading channels. Many popular linear precoding schemes, including or-
thogonal frequency-division multiplexing (OFDM), single-carrier (SC) block transmission, and
time-reversal (TR), can be interpreted as such a block transmission. This paper presents a unified
performance analysis which shows how the optimal precoding strategy depends on the receiver
type and the optimization criterion (capacity and mean-square error). We analyze three vari-
ants of TR methods (based on maximum-ratio combining, equal-gain combining and selective
combining) and two-types of pre-equalization methods (zero-forcing and minimum mean-square
error). As one application of our framework, we derive optimal power control for OFDM in the
presence of interference limitation for distributed antenna systems; we find that without power
control, OFDM does not have any capacity advantage over SC transmissions. When comparing
SC and TR, we find that for single-antenna systems at high SNRs, SC has a capacity advantage;
however, TR performs better in the low SNR regime. For multiple-antenna systems, TR always
provides higher capacity, and the capacity of TR can approach that of optimal precoders with a
number of distributed antennas.
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Abstract—Block transmission with cyclic prefix is a promising
technique to realize high-speed data rates in frequency selec-
tive fading channels. Many popular linear precoding schemes,
including orthogonal frequency-division multiplexing (OFDM),
single-carrier (SC) block transmission, and time-reversal (TR),
can be interpreted as such a block transmission. This paper
presents a unified performance analysis which shows how the
optimal precoding strategy depends on the receiver type and
the optimization criterion (capacity and mean-square error). We
analyze three variants of TR methods (based on maximum-ratio
combining, equal-gain combining and selective combining) and
two-types of pre-equalization methods (zero-forcing and mini-
mum mean-square error). As one application of our framework,
we derive optimal power control for OFDM in the presence of
interference limitation for distributed antenna systems; we find
that without power control, OFDM does not have any capacity
advantage over SC transmissions. When comparing SC and TR,
we find that for single-antenna systems at high SNRs, SC has
a capacity advantage; however, TR performs better in the low
SNR regime. For multiple-antenna systems, TR always provides
higher capacity, and the capacity of TR can approach that of
optimal precoders with a number of distributed antennas.

I. INTRODUCTION

As data rates are constantly increasing, wireless transmis-
sion systems require larger bandwidths, which make them
more susceptible to the effects of the frequency selectivity of
the propagation channels [1]. Several transmission schemes are
used for fourth-generation cellular and other advanced wireless
communications systems to cope with this situation:

• Multi–carrier transmission, in particular orthogonal
frequency-division multiplexing (OFDM) has been
adopted for most high data-rate wireless standards, in-
cluding 3GPP LTE, Wimax, and WiFi (802.11a, g, n).

• Single-carrier (SC) block transmission, combined with
frequency-domain equalizations, is used in situations
where the transmitter needs to avoid high peak-to-
average-power ratios, e.g., a cellular (3GPP LTE) handset.

• Time-reversal (TR) is another transmission technique that
has gathered great interest in the past years [2–15] since
it has a potential to decrease effective channel length and
to enable the construction of simplified receivers.

It can be seen that all of the above techniques can be inter-
preted as linear block precoding schemes using cyclic prefix

(CP); the choice of precoder determines whether OFDM, SC,
or TR (and which specific version of those methods) is used.
While there is extensive literature dealing with each of those
methods separately, there are — to the authors’ best knowledge
— no unified performance analyses, no comparisons amongst
them, and no investigations of theoretical performance mea-
sures like link capacity.

In this paper, we present a unified performance analysis for
various types of linear block precoding schemes, including
several TR schemes, OFDM, SC transmissions (or, unitary
precoding), and pre-equalization schemes. For each of those
schemes, we optimize the precoder for i) maximizing capacity,
and ii) minimizing mean-square error (MSE) for minimum
MSE (MMSE) receivers. Multiple distributed transmitting
antennas, as well as limits on the interference power to
other (“victim”) receivers, are taken into account. We provide
several examples for the usefulness of our framework:

• We derive an optimal precoding scheme, which requires
modified water-filling for power allocation, in distributed-
antenna multi-user systems.

• We show that at low SNRs, TR always performs better
than SC (or, unitary precoding), but that in the single-
antenna case SC provides higher capacity than TR at high
SNRs if the cyclic prefix is long enough.

• It is confirmed that TR performs better than other
schemes in terms of capacity and MSE performances
when we exploit multiple distributed antennas for trans-
missions.

• We derive a scaling law which shows how the use
of multiple antennas can increase the capacity of TR
compared with that of SC.

The remainder of the paper is organized as follows: Section
II sets up the system model and the mathematical formulation
of precoders. Section III derives the optimum precoder among
all the possible linear block precoders; subsequently Section
IV derives a capacity scaling law which presents the impact of
multiple antennas on the capacity advantage of TR over SC.
In Section V, capacity and MSE comparisons are followed by
a summary and conclusions.



II. LINEAR BLOCK PRECODING

A. Distributed Antenna Systems

Fig. 1 shows the system model, in which we consider M
distributed transmitters and one intended receiver as well as
N−1 possible victim receivers, all of which are equipped with
only one antenna. We focus on block transmissions, where
one transmitting block consists of L information symbols and
an Lcp-symbol CP. We assume the channel remains constant
over the duration of a block. The precoding is done based
on the instantaneous channel impulse responses. We assume
a simplified (tap-spaced) channel model with independent
Rayleigh fading of each tap: Let hn,m(p) ∈ C be the channel
impulse response for pTs delayed wave (0 ≤ p < Pch) from
the m-th transmitter to the n-th receiver for 1 ≤ m ≤ M and
1 ≤ n ≤ N . Here, Ts is the symbol duration.

Through a backbone network, source data is distributed to
all the M transmitters. At each transmitter, the corresponding
modulation data x ∈ CL×1 is multiplied with a block linear
precoding matrix P m ∈ CL×L. After padding with the CP,
the precoded block is transmitted to the n-th receiver, which
in turn discards the CP and obtains

yn =
M∑

m=1

Hn,mP mx + zn , Hnx + zn, (1)

where yn ∈ CL×1, Hn,m ∈ CL×L, and zn ∈ CL×1

denote the received signal sequence, the (time domain) channel
matrix, and the additive white Gaussian noise, respectively. We
assume E[znz†

n] = σ2IL, E[xx†] = IL. For the simulation
in Section V, we make further assumptions about the channel
statistics; namely that each delay tap is Rayleigh fading with
an exponential decay, and E[H†

n,mHn,m] = IL (which means
that the path loss is identical for all the channel links).

With a sufficiently long CP, we can write the channel matrix
in the cyclic Toeplitz matrix form:

Hn,m =
Pch−1∑
p=0

hn,m(p)Πp, (2)

where Π ∈ ZL×L
2 being a cyclic shift matrix, defined as

Π =



0 0 · · · 0 1

1 0
. . . . . . 0

0 1
. . . . . .

...
...

. . . . . . . . . 0
0 · · · 0 1 0


. (3)

The channel matrix Hn,m is related to the (diagonal)
frequency-domain channel matrix Gn,m ∈ CL×L as

Hn,m = FGn,mF †, (4)

where the unitary matrix F ∈ CL×L denotes the dis-
crete Fourier transform, whose (k, l)-th entry is expressed as
1√
L

exp(−ȷ2πkl/L).
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Fig. 1. Distributed antenna system with linear block precoding.

B. Precoding Matrix

Through appropriate choice of the precoder matrix P m,
the above signal model can represent many types of block
transmission schemes including SC, OFDM, TR, etc.

1) Single-Carrier (SC) Block Transmission: The precoding
matrix for the SC block transmission is given as

P m = ηmIL, (5)

where ηm corresponds to the transmission energy per symbol.
The SC transmission is one of unitary precoding schemes.

2) Multi-Carrier OFDM Signalling: The precoding matrix
for OFDM signalling is expressed as

P m = FΦm, (6)

where a diagonal matrix Φm denotes per-subcarrier power
allocation at the m-th transmitter. Optimal power allocation is
generally derived by water filling. If we cannot adopt such a
power control (no channel state information at the transmitter),
we should use a constant power allocation: Φm = ηmIL. In
this case, it becomes one of unitary precoding schemes.

3) Time-Reversal (TR) Precoding: The original TR scheme
has the following precoding matrix:

P m = ηmH†
1,m. (7)

Because it is similar to the pre-equalization based on
maximum-ratio combining (MRC), we refer to it as MRC-TR.

In [7], a one-bit TR scheme is introduced, in which the
precoding only controls the phase of the channel response. Its
precoding matrix is expressed as follows:

P m = ηm

(Pch−1∑
p=0

h1,m(p)
|h1,m(p)|

Πp
)†

, ηmH̆
†
1,m, (8)

which only requires phase information of the channel impulse
response. Since this TR scheme performs in the same way of
the pre-equalization based on equal-gain combining (EGC),
we call it EGC-TR hereafter.

Similarly, we can define a TR scheme based on selective
B-branch combining (SLC-TR) as follows:

P m = ηm

(B−1∑
b=0

h1,m(pb)Πpb

)†
, (9)

where pb represents the path index whose channel strength
|h1,m(pb)|2 is the b-th largest one. It is a kind of the pre-rake
method. In this paper, we set B = 2 for simplicity.



4) Linear Pre-equalization: We consider pre-equalization
schemes based on zero forcing (ZF) and MMSE criteria,
whose precoder matrices are respectively expressed as follows:

P m = ηmH†
1,m(H1,mH†

1,m)−1, (10)

P m = ηmH†
1,m(H1,mH†

1,m + σ2IL)−1. (11)

C. Performance Measures: Capacity and MSE

This paper considers two types of receiver algorithms: an
optimal equalizer and an MMSE linear equalizer. We focus
on the achievable link capacity for optimal receivers and the
MSE performance for MMSE receivers.

1) Capacity for Optimal Equalization: If the transmitter op-
timally controls the transmission rate for an optimal equalizer,
the achievable capacity is bounded by

C =
1
L

log det
(
IL +

1
σ2

H1H†
1

)
, (12)

which is normalized by the bandwidth of 1/Ts. Here, we
neglect the loss of spectral efficiency due to the CP. Note that
the capacity equation can employ either time- or frequency-
domain representations of the channel, since det

(
FAF †) =

det
(
A
)
. The Ergodic capacity is obtained by averaging the

capacity above for all the possible channel realizations.
2) MSE for MMSE Equalization: The MMSE linear equal-

ization is known as a low-complexity algorithm especially
in the frequency-domain operation. The MMSE equalization
achieves the following MSE:

ε =
1
L

tr
[(

IL+
1
σ2

H†
1H1

)−1
]
. (13)

III. OPTIMAL PRECODER

In this section, we derive an optimal precoding which is
based on two different criteria; to maximize capacity and to
minimize MSE. We can see that these optimal precoders are
both OFDM signals. However, the optimal power allocation
differs from each other.

A. Optimal Precoder for Maximizing Capacity

We first derive an optimal precoder which maximizes capac-
ity constrained on the transmission power and the interference
to victim receivers. The optimization problem is described as

max
{P m}

1
L

log det
(

IL +
1
σ2

H1H†
1

)
, (14)

s.t.
1

LM

M∑
m=1

tr
[
P mP †

m

]
≤ Es, (15)

1
LM

tr
[
HnH†

n

]
≤ Ev, for all 2 ≤ n ≤ N, (16)

with Es being the maximum symbol energy for transmission
and Ev being the allowable interference limit at each victim
receivers. Using the Lagrange multipliers method, we obtain
the KKT condition for the saddle point as

H†
1,mH1

(
σ2IL + H†

1H1

)−1 = λ1P m +
N∑

n=2

λnH†
n,mHn,

where λn are the Lagrangian multipliers. It can be found that
the solution is written in the form of P m = FΦm. It indicates
that the optimal precoding is OFDM with appropriate per-
subcarrier power control even for distributed antenna systems.

Let Gn,m(i) and Φm(i) be the i-th diagonal element of
the frequency-domain channel matrix Gm,n and the power
allocation matrix Φm, respectively. When we define

Ψn(i) =
M∑

m=1

Gn,m(i)Φm(i), (17)

we can obtain the solution of optimal power control as

ϕ(i) =
Ψ1(i)

σ2 + |Ψ1(i)|2
(
λ1IM + G†(i)ΛG(i)

)−
︸ ︷︷ ︸

, Θ(i)

g(i), (18)

where [·]− denotes the pseudo inverse, and

ϕ(i) =

 Φ1(i)
...

ΦM (i)

 , g(i) =

G∗
1,1(i)

...
G∗

1,M (i)

 , (19)

G(i) =

G1,1(i) G1,2(i) · · · G1,M (i)
...

... · · ·
...

GN,1(i) GN,2(i) · · · GN,M (i)

 , (20)

Λ = diag (0, λ2, . . . , λN ) . (21)

Since Ψ1(i) = g†(i)ϕ(i), the optimal Ψ1(i) must fulfil

|Ψ1(i)|2 =
(
ξ(i) − σ2

)
+0

, (22)

where (x)+a = max(x, a) and ξ(i) = g†(i)Θ(i)g(i). The
Lagrangian multipliers λn are chosen for satisfying (15) and
(16). Note that this optimal power control is not given by the
conventional water filling unless λn = 0 for all 2 ≤ n ≤ N .
Without interference limitation, the m-th entry of the optimal
power allocation in (18) reduces to

Φm(i) =

√(
1
λ1

− σ2

∥g(i)∥2

)
+0

G∗
1,m(i)
∥g(i)∥

, (23)

which means that distributed antennas should form the MRC
diversity transmissions and use the conventional water filling
for power allocation. With the optimal precoder, the maxi-
mized capacity is expressed as

C =
1
L

L−1∑
i=0

log
(

1 +
1
σ2

|Ψ1(i)|2
)

=
1
L

L−1∑
i=0

(
log
(

ξ(i)
σ2

))
+0

.

B. Optimal Precoder for Minimizing MSE

In a similar way, an optimal precoder which minimizes the
MSE, when the receiver uses MMSE equalizers, is written in
the form of P m = FΦm, which is also based on OFDM
signalling with per-subcarrier power control. However, the
optimal power allocation differs from the one for maximizing
capacity; the optimal power allocation is given as follows:

ϕ(i) =
σ2Ψ1(i)(

σ2 + |Ψ1(i)|2
)2 Θ(i)g(i), (24)



where Ψ1(i) must fulfil

|Φ1(i)|2 =
(√

σ2ξ(i) − σ2
)
+0

. (25)

It requires a modification from conventional water filling.
Without interference limitation (λn = 0 for all 2 ≤ n ≤ N ),
the m-th element of the optimal power in (24) reduces to

Φm(i) =

√√√√(√ σ2

λ1∥g(i)∥2
− σ2

∥g(i)∥2

)
+0

G∗
1,m(i)
∥g(i)∥

. (26)

With the optimal precoder, the minimized MSE is written as

ε =
1
L

L−1∑
i=0

(
1 +

1
σ2

|Ψ1(i)|2
)−1

=
1
L

L−1∑
i=0

((
ξ(i)
σ2

)
+1

)− 1
2

.

IV. SC VERSUS TR: CAPACITY SCALING LAW

This section describes a scaling law which shows the
capacity advantage of TR over SC with respect to the number
of distributed antennas M . We confirm that the TR does not
offer better performance than does the SC for the high SNR
regime if we use only one transmitter. However, distributed
antenna systems enable the TR to outperform the SC. We
derive the following scaling law:

• For high SNRs, the capacity gap between TR and SC has
asymptotically a logarithmic increase as a function of M .

• For low SNRs, the capacity ratio between TR and SC has
a linear increase with M .

A. Unitary Precoder and TR Precoder

The SC precoder (P m = ηmIL) gives the following
capacity:

CSC =
1
L

L−1∑
i=0

log
(
1 +

1
σ2

∣∣∣∑
m

ηmG1,m(i)
∣∣∣2). (27)

When each distributed transmitter has an identical transmission
power, we can write η2

m = Es for all 1 ≤ m ≤ M . Note
that any arbitrary unitary precoding (including OFDM without
power control, i.e., P m = ηmF ) offers exactly the same
capacity (and MSE) as the one given above. Hence, OFDM
without per-subcarrier power control has no advantage over
the SC transmission.

In contrast, the TR precoder (P m = ηmH†
1,m) gives the

following capacity:

CTR =
1
L

L−1∑
i=0

log
(
1 +

1
σ2

(∑
m

ηm|G1,m(i)|2
)2)

. (28)

For the case when the transmission power is identical for all
the distributed antennas, we have η2

m = Es/γ̄2
m where γ̄2

m =
1
L

∑
i |G1,m(i)|2 is the average channel gain.

B. Capacity Scaling Law

1) High SNR Regime: Assume a high SNR regime such
that Es/σ2 ≫ 1, we can approximate

CSC ≃ 1
L

L−1∑
i=0

log
Es

σ2

∣∣∣∑
m

G1,m(i)
∣∣∣2,

CTR ≃ 1
L

L−1∑
i=0

log
Es

σ2

(∑
m

1
γ̄m

|G1,m(i)|2
)2

,

respectively for the SC and TR precoders. Assuming that
Gn,m(i) has a complex Gaussian distribution, the channel
coherence bandwidth is much smaller than the considered
system bandwidth, and γ̄m = 1 for large packet length,
the probability distribution functions of |

∑
G1,m(i)|2 and∑

|G1,m(i)|2 can follow the exponential distribution with an
average of M and the chi-square distribution with 2M degrees
of freedom, respectively. Therefore, we can approximate

CTR−CSC ≃
∫ ∞

0

log(t2)
tM−1

(M − 1)!
e−tdt −

∫ ∞

0

log(t)
1
M

e−
t

M dt

= 2
M−1∑
m=1

1
m

−
(
γE + log(M)

)
,

where γE ≃ 0.58 is the Euler’s constant. Since the harmonic
number

∑M
m 1/m can be well approximated by γE + log(M)

for large M , we can see that CTR − CSC ≃ γE + log(M)
is logarithmically increased with M , which implies that a
larger number of distributed antennas can improve more the
advantage of TR over SC. Note that CSC > CTR by γE

for M = 1, while otherwise CSC < CTR. Therefore, TR
can be worse than SC by γE/ log(2) ≃ 0.84 bps/Hz for high
SNR in the single antenna case. The opposite happens for the
case in which multiple antennas are used: when M = 2, the
achievable gain is CTR − CSC ≃ 1.05 bps/Hz.

2) Low SNR Regime: For low SNR such that Es/σ2 ≪ 1,
approximating log(1 + t) ≃ t for |t| ≪ 1, we obtain the
following

CSC ≃ Es

σ2

∫ ∞

0

t
1
M

e−
t

M dt =
Es

σ2
M, (29)

CTR ≃ Es

σ2

∫ ∞

0

t2
tM−1

(M − 1)!
e−tdt =

Es

σ2
M (M + 1) . (30)

Therefore, TR offers always better capacity than SC for low
SNR; more specifically, the capacity ratio CTR/CSC ≃ 1+M
can be linearly increased with M .

V. CAPACITY AND MSE COMPARISON

Table I lists capacity comparisons among the several types
of precoding schemes we presented in Section II-B, according
to the instantaneous channel realization. The transmission
energy η2

m is constrained by the maximum symbol energy Es

and the allowable interference energy Ev as in (15) and (16).
Fig. 2 shows (log-scaled and linear-scaled) Ergodic capacity

of various precoding schemes in the case when there is no
interference limitation, i.e. Ev = ∞. For these simulations,
we assume that the power delay profile consists of Pch = 16



TABLE I
CAPACITY COMPARISON AMONG VARIOUS TYPES OF LINEAR BLOCK PRECODING

Precoding Scheme Capacity C Energy limitation η2
m

Optimum (OFDM) 1
L

∑
log
(
1 + 1

σ2 |Ψ1(i)|2
)

|Ψ1(i)|2 is given by modified water filling in (22) or (25)

Unitary (SC) 1
L

∑
log
(
1 + 1

σ2

∣∣∑ ηmG1,m(i)
∣∣2) 1

M

∑
η2

m ≤ Es,
1

ML

∑∣∣∑ ηmGn,m(i)
∣∣2 ≤ Ev

MRC-TR 1
L

∑
log
(
1 + 1

σ2

(∑
ηm|G1,m(i)|2

)2) 1
ML

∑
η2

m

∑
|G1,m(i)|2 ≤ Es,

1
ML

∑∣∣∑ ηmGn,m(i)G∗
1,m(i)

∣∣2 ≤ Ev

EGC-TR, SLC-TR 1
L

∑
log
(
1 + 1

σ2

∣∣∑ ηmG1,m(i)Ğ1,m(i)
∣∣2) 1

ML

∑
η2

m

∑
|Ğ1,m(i)|2 ≤ Es,

1
ML

∑∣∣∑ ηmGn,m(i)Ğ∗
1,m(i)

∣∣2 ≤ Ev

ZF log
(
1 + 1

σ2

(∑
ηm

)2) 1
ML

∑
η2

m

∑
1

|G1,m(i)|2
≤ Es,

1
ML

∑∣∣∑ ηm

Gn,m(i)G∗
1,m

(i)

|G1,m(i)|2

∣∣2 ≤ Ev

MMSE 1
L

∑
log
(
1 + 1

σ2

(∑
ηm

|G1,m(i)|2

|G1,m(i)|2+σ2

)2) 1
ML

∑
η2

m

∑ |G1,m(i)|2

(|G1,m(i)|2+σ2)2
≤ Es,

1
ML

∑∣∣∑ ηm

Gn,m(i)G∗
1,m

(i)

|G1,m(i)|2+σ2

∣∣2 ≤ Ev
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Fig. 2. Achievable capacity as a function of SNR in 1.0 dB decaying 16-path
Rayleigh fading (M = 1 and M = 5).

sample-spaced paths whose power is exponentially decreasing
with increasing delay by 1 dB each. We set L = 512. From
Fig. 2, one can see that the TR schemes are better than pre-
equalization schemes, whereas those are worse than SC by
approximately 0.8 bps/Hz for a high SNR as we discussed
in the previous section. The OFDM with optimal power
allocation has no visible advantage over SC. However, OFDM
outperforms SC for a low SNR. In a low SNR, TR can offer
twice as large a capacity as SC. It can be observed that the
use of multiple antennas (M = 5) can significantly improve
the capacity.

In Fig. 3, we show the impact of the number of distributed
antennas M on the achievable capacity for an SNR of ±30 dB.
We can see that the unitary precoder (SC and OFDM without
power control) cannot enjoy any benefit even if we increase
the number of distributed antennas. For low SNR, TR offers
the capacity comparable to the one achieved by MMSE, and
TR is always better than the unitary precoding. Note that
the simulation result of capacity ratio CTR/CSC completely
matches the scaling law of 1+M . For high SNR, TR is worse
than SC by 0.8 bps/Hz when M = 1, whereas it outperforms
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SC with multiple transmitters. Moreover, the TR can approach
the optimal precoder (OFDM with optimal power control) for
large M . The capacity advantage of CTR − CSC perfectly
agrees with the scaling law of

∑M−1 1/m− (γE + log(M)).
In Fig. 4, we plot the MSE curves with no interference

limitation as a function of the number of transmitters M at
an SNR of 0 dB and 30 dB. At high SNR, the original MRC-
TR scheme has the worst performance in MSE among these
precoding schemes for M = 1, whereas it can outperform all
the other non-optimal precoders when M ≥ 3. The MSE of
TR can converge to that of the optimal precoder.

In Fig. 5, we evaluate MSE versus the number of receivers
N for an interference-to-noise ratio (INR) of MEv/σ2 =
20 dB and an SNR of MEs/σ2 = 30 dB. Due to the inter-
ference limitation, the MSE can be degraded when N > 1.
However, the MSE degradation can be saturated for more-
than four antennas. In this figure, we also present the MSE
curves when the cyclic prefix length is not sufficient to avoid
inter-symbol interference, i.e., Lcp < 15. We can see that
the decrease of the cyclic prefix length can degrade MSE
especially for the unitary (SC) precoder. Note that the TR
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is more robust than the SC for insufficient CP lengths because
the TR can shorten the channel delay spread.

VI. SUMMARY

In this paper, we investigated an achievable capacity and
MSE for several linear block precoding schemes. We de-
rived optimal power allocation for OFDM in the presence
of interference limitation and multiple distributed antennas.
We confirmed that the OFDM with optimal power control

is advantageous over the SC block transmission in capacity
only in the low SNR regime, and in MSE for a high SNR.
For single antenna systems, the TR precoding has a capacity
loss of approximately 0.8 bps/Hz over SC for a high SNR,
while it offers double the capacity of SC for a low SNR.
We derived a capacity scaling law which shows how the
number of transmitters can increase the capacity: The capacity
difference between TR and SC has a logarithmic increase with
the number of transmitters for high SNR, and the capacity
ratio has a linear increase for low SNR. In distributed antenna
systems, the TR gives a high capacity which is close to the
one achieved by the optimal precoder.

Capacity and MSE are, of course, not the only relevant
parameters for the selection of a transmission scheme. For
example, SC generally provides lower peak-to-average power
ratio for transmissions, making it easier to build suitable
power amplifiers; TR provides channel shortening which can
decrease the required length of the CP, and also allows to shift
complexity from the receiver to the transmitter, which is often
desirable. Nevertheless, our unified evaluation methodology
still allows us to gain new insights into the most fundamental
characteristics of a very important class of high-speed digital
transmission schemes.
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