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Abstract

In this paper, we propose to use transform-domain processing in the macro block coding mode
decision of H.264/AVC such that an optimal mode decision is achieved with significantly reduced
computational complexity. Specifically, we achieve the computational savings by calculating the
distortion and the residual error in the transform-domain. We show that the distortion calculation
can be performed efficiently in the transform-domain such that the inverse transform and recon-
struction of the pixels can be omitted. We calculate the residual error in the transform-domain
by taking advantage of the fact that the transform of several intra prediction signals (DC, Hori-
zontal, and Vertical) can be very efficiently calculated, and their transform coefficients have few
non-zero entries.
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Abstract

In this paper, we propose to use transform-domeoogssing in the macroblock coding-
mode decision of H.264/AVC such that an optimal endécision is achieved with significantly
reduced computational complexity. Specifically, \@ehieve the computational savings by
calculating the distortion and the residual ernorthe transform-domain. We show that the
distortion calculation can be performed efficientiythe transform-domain such that the inverse
transform and reconstruction of the pixels can imgted. We calculate the residual error in the
transform-domain by taking advantage of the faat the transform of several intra prediction
signals (DC, Horizontal, and Vertical) can be vefficiently calculated, and their transform
coefficients have few non-zero entries.

|. Introduction

Major international video coding standards, inchgdiH.264/AVC [1], are based on a
basic hybrid-coding framework that uses motion cengated prediction to remove temporal
correlations and transforms to remove spatial taticas.

The basic encoding process of such a standard edeoder is shown in Figure 1. Each
frame of an input video is divided into macroblocksach macroblock is subject to a
transform/quantization, and entropy coding. Theyoubf the transform/quantization is subject
to an inverse quantization/transform. Motion estiora is performed, and a coding-mode
decision is made considering the content of a gix#ler. The coding-mode decision selects an
optimal coding-mode. Then, the result of the prialicis subtracted from the input signal to
produce an error signal. The result of the prealicis also added to the output of the inverse
guantization/transform and stored into the pixdfdiu

The macroblock can be encoded as an intra-macrablggich uses information from
just the current frame. Alternatively, the macraddlacan be encoded as an inter-macroblock,
which is predicted using motion vectors that atéreged through motion estimation from the
current and previous frames. There are various wayperform intra-prediction and inter-
prediction.

In general, each frame of video is divided into matocks, where each macroblock
consists of a plurality of smaller-sized blocks.eTimacroblock is the basic unit of encoding,
while the blocks typically correspond to the dimensof the transform. For instance, both
MPEG-2 and H.264/AVC specify 16x16 macroblocks. ldwer, the block size in MPEG-2 is
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Figure 1. A standard video encoder based on hyb@dd/MC.

8x8, corresponding to 8x8 DCT and Inverse DCT ajama, while the block size in H.264/AVC
is 4x4 corresponding to the H.264/AVC 4x4 transf@Hit) and inverse transform operations.

We use the notion ahacroblock partitiorto refer to the group of pixels in a macroblock
that share a common prediction. The dimensions a@hazroblock, block and macroblock
partition are not necessarily equal. An allowaldedf macroblock partitions typically vary from
one coding scheme to another.

AVC defines a wide variety of allowable set of n@abck partitions. For instance, a
16x16 macroblock may have a mix of 8x8, 4x4, 4x8 &4 macroblock partitions within a
single macroblock. Prediction can then be perfornmedependently for each macroblock
partition, but the coding is still based on a 4iack.

The encoder selects the coding-modes for the mmighincluding the best macroblock
partition and mode of prediction for each macrokl@artition, such that the video coding
performance is optimized. The selection processorsventionally referred to amacroblock
coding-mode decision

In H.264/AVC, there are many available modes fatticg a macroblock. The available
coding-modes for a macroblock in an I-slice includdra_4x4 prediction andintra_16x16
prediction for luma samples, aimdra_8x8prediction for chroma samples.

In the intra_4x4 prediction, each 4x4 macroblockipan can be coded using one of the
nine prediction modes defined by the H.264/AVC dtad. In the intra_16x16 and intra_8x8
predictions, each 16x16 or 8x8 macroblock partitan be coded using one of the four defined
prediction modes. For a macroblock in a P-slicdBeslice, in additional to the coding-modes
available for I-slices, many more coding-modes available using various combinations of
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macroblock partitions and reference frames. Evesging-mode provides a different rate-
distortion RD) trade-off.

Typically, the rate-distortion optimization useslagrange multiplier to make the
macroblock mode decision [2][3]. The rate-distartioptimization evaluates the Lagrange cost
for each candidate coding-mode for a macroblock seidcts the mode that yields a minimum
Lagrange cost. The process for determining thedrage cost needs be performed many times
because there are a large number of available mode®ding a macroblock according to the
H.264/AVC standard. Therefore, the computationhef tate-distortion optimized coding-mode
decision is very intensive. Consequently, therstexa need to perform efficient rate-distortion
optimized macroblock mode decision in H.264/AVCaoccoding.

In this paper, we provide an efficient method feteitmining the Lagrange cost, which
leads to an efficient, rate-distortion optimizedconwdlock mode decision. We will first give a
brief review of the conventional rate-distortiontiopzed macroblock mode decision, and then
present our proposed approach. We are currentlkimgion simulations, and we will provide
the results in later versions of the paper.

Il. Rate-distortion Optimized Macroblock M ode Decision

If there areN candidate modes for coding a macroblock, ther_#ggange cost of the"
candidate modé4,, is the sum of the Lagrange cost of its associadacroblock partitions:

Pn
NI n=12,..N (1)
i=1

Where P, is the number of macroblock partitions of th® candidate mode. A
macroblock partition can be of different size depeg on the prediction mode. For example, the
partition size is 4x4 for the intra_4x4 predictiamd 16x16 for the intra_16x16 prediction.

If the number of candidate coding-modes foritheartition of then™ macroblock i},
then the cost of this macroblock partition is
Joi = _rnin (JrLLk)

k=12,...Kp;

= min (D, +AxR,,,)

k=12,...K

)

WhereR andD are respectively the rate and distortion, ansl the Lagrange multiplier.
The Lagrange multiplier controls the rate-distarttoadeoff of the macroblock coding, and may
be derived from a quantization parameter. The alsou@tion states that the Lagrange cost of
thei™ partition of then™ macroblockJ,;, is selected to be the minimum of g costs that are
yielded by the candidate coding-modes for thisipamnt Therefore, the optimal coding-mode of
this partition is the one that yields..

The optimal coding-mode for the macroblock is delédo be the candidate mode that
yields the minimum cost, i.e.,

J = min J, (3)

n=12,..N
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Figure 2. Conventional method of computing the émsa coding mode.

Figure 2 shows the conventional method of computiregLagrange cost for a coding-
mode of a macroblock partition, i.6q,ix The difference between the input macroblock parti
and its prediction is HT-transformed, quantized] #men the rate is computed. The quantized
HT-coefficients are also subject to inverse quatimn (IQ), inverse HT-transform, and
compensation to reconstruct the macroblock pantitiche distortion is then computed between
the reconstructed and the input macroblock pantitio the end, the Lagrange cost is computed
using the rate and distortion. The optimal codingdm then corresponds to the mode with the
minimum cost.

[11. The Proposed Mode Decision

Figure 3 shows the method and system, accordirtgetgaper, for selecting an optimal
coding-mode, from multiple available candidate ogdinodes, for each macroblock in a video.



PCS-2004 DRAFT
Xin et al.

I
I
; T sl Ouantization .| Determine| R
AT Mt Quantization rate (R)
. A
Inverse Compute cost
Quantization (J=D+xR)

1

1

1

1

1

1

1

1

1

! e Determine
I Prediction > !

I y distortion (D) Select
1

1

1

1

1

1

1

Motion Pixel
Estimation | Buffers

Figure 3. Proposed method of computing the cosh fmoding mode.

Compare to the conventional method, shown in Fi@umeur invention has the following
distinctive features.

1. The distortion is computed in the transform-domastead of the pixel-domain, i.e.,

the distortion is computed directly using the Hleffizients. Therefore, the inverse
HT and the reconstruction of the macroblock partitare omitted. In the following,
we will provide a method to calculate the distartio the transform-domain such that
it is approximately equal to the commonly used afrsquared-differences (SSD) in
the pixel-domain.

2. The HT applies to both the input and the prediahacroblock partition, instead of
the difference as in the conventional method. The ¢ the input macroblock
partition only needs to be performed once in theleshmode decision process, and
the HT of the predicted partition needs to be pené for every prediction mode.
Hence, our method needs to compute one more HT eMenvas we describe below,
the HT of the predicted signal can be very effidiertomputed for some intra-
prediction modes. The resulting savings (compareddmputing the HT of the
prediction error signal) more than offset the addal HT.

We have highlighted the use of the above methocefiiciently performing the mode
decision within the context of an encoding systadawever, this method could also be applied
to transcoding videos, including the case wheniripat and output video formats are based on
different transformation kernels. In particular,emhthe above method is used in transcoding of
intra-frames from MPEG-2 to H.264/AVC, the HT-caei#nts of the input macroblock partition
can be directly computed from the transform-coedfits of MPEG-2 video in the transform-
domain [4]. In this case, the HT of the input métogk partition is also omitted.
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A) Determining Intra-Predicted HT-Coefficients

The conventional method for determining HT coeéfits performs eight 1-D HT-
transforms, i.e., four column-transforms followey four row-transforms. However, certain
properties of some intra-predicted signals can mthkecomputation of their HT coefficients
much more efficient.

In what follows, we describe efficient methods di@termining the HT coefficients of the
following intra-prediction modes: DC prediction, rimmntal prediction, and vertical prediction.
These prediction modes are used in the intra_4gdirsra._16x16 predictions for luma samples,
as well as the intra_8x8 prediction for chroma sasp

The following notations are used to in the detaflthe presentation.

p — the predicted signal, 4x4 matrix
P — HT-coefficients op, 4x4 matrix
r, C —row and column index,c=1,2,3,4
X — multiplication
()" — matrix transpose
()? — matrix inverse
H — H.264/AVC transform (HT) kernel matrix, and
1 1 1 1
2 1 -1 -2
H =
1 -1 -1 1
1 -2 2 -1

In the DC prediction mode, the DC prediction vakidc, and we have

pac(r,c) = dc, for all r andc. (4)
The HT ofpqyc, Py, IS all zero except the DC coefficient given by
Ps(0,0) = 16xdc. (5)

Therefore, only one operation is needed for theprgation of the HT for DC prediction.

In the horizontal prediction mode, the predictiaggnal is denoted by

hl hi hi hi
_|h2 h2 h2 h2 ©
PZlhs h3 h3 h3

h4 h4 h4d h4

Let h= [hl h2 h3 h4]T be the 1D horizontal prediction vector. Then, tHieof p, is
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hi hl hl hi
h2 h2 h2 h2 .
P =Hx xH
h3 h3 h3 h3
ha h4 h4 h4
=[Hxh Hxh Hxh Hxh]xHT (7)
=[4xHxh 0 0 0]
In the vertical prediction mode, the predicted aiga denoted by
v2 v3 v4
v2 v3 v4
(8)
v2 v3 v4

v2 v3 v4

P, =

S8 8B

Letv=[vi v2 v3 v4| be the 1D vertical prediction vector. Then, the 1P is

vli v2 v3 v4
vl v2 v3 v4 .
P =H x xH
Y vi v2 v3 v4
Vi v2 v3 V4
=Hx[yxHT vxHT vxHT vxHT[ 9)

=[axyxHT 0 0 o
Equations (7) and (9) suggest that the HT of haotizldvertical prediction signals can be
determined by a single 1-D transform, plus fourtsig operations. This is much simpler than
the eight 1-D transforms needed by the direct ¢aiicun.

For the above three prediction modes, the thredigiszl signalsPy,, P, andP,, have
mostly zero componentByc has just one non-zero compondhthas non-zero values only in its
first column, andP, has non-zero values only in its first row. Therefothe complexity of

determining the difference between the input aedotfedicted HT-coefficients is also reduced.
Similar reductions in computation for the transfethprediction may also be possible for

other modes, e.g., modes that predict along didghrections.

B) Determining Distortion in Transform-Domain
The SSD distortion in the pixel-domain is determdireetween the input signal and the
reconstructed signal. The input signal, reconstidictignal, predicted signal, prediction error,
and reconstructed prediction error arex, p, e, &, respectively. They are all 4x4 matrices. The
SSD distortiorD is
D= trace((x— X) % (x— >“<)T)
Becausex=p+e,andX=p+é,
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D =trace{(e- & x(e-&)") (10)
If the HT of e iSE, i.e., E=H xexH", then, it follows that
e=H 'xEx(H")™ (11)

The variableE is the signal whose inverse HT & and taking into consideration the scaling
after inverse HT in the H.264/AVC specification, have

A~ 1 s - 5T T
=—H xExH_'] 12
64( inv inv ) ( )
Where I—va is the kernel matrix of the inverse HT used inkth264/AVC standard, and
11 1 Y
I:[inv = - % - -
1 - -1 1
1 -1 1 -]

The goal is to determin® from E and E, which are the input to the distortion
computation block.

From (11) and (12), we have
e-é=H ‘1><E><(HT)_1—6—14(|—~|W x E x I—TinVT)

= Ll xeaxex(r) -, xExA,,)

Let M = diag( 4545), andH,,, = H*xM, andH,,” =M x(H™ )", therefore

e—é=6_14(H‘1x64xEx(HT)_l—H_lXMlXEXM1X(HT)_l)

. (13)
:a(H “x(6axE-M, xEx Ml)x(HT)‘l)
Let
Y =64xE-M,xExM,, (14)
Then substitute (13) and (14) into (10), we obtain
D =tracel(e-&) x (e~ &)")
_ _ 15
=traC€(6—22(H_l><Y><(HT)1xH‘1xYTx(HT)l)j (15)

Let M, = (HT)_l xH™ = diag(025 0.1025,01), we also have (HT)_l =M,xH, so (15)
becomes
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2

D:trace(é(H*XYXMZXYT XMZXH)j

) (16)
= @trace(Y xM, xY" x MZ)
Expand equation (16), we obtain
%s" (v @17 +Y 132 +Y (31 +Y (33))+
D = 6_12 1_(1)0 x(Y (22)2 +Y (24)2 +Y (42) +Y (44)%)+ (17)
1 (Y2 +Y @4 +Y (217 +Y (417
40 (+Y(23)2+Y (322 +Y (34)>+Y (43)?

Therefore, the distortion then can be determineohfequation (17), wheréis give by equation
(14).

Note that there may be a small difference betwkerabove-described transform-domain
distortion and the pixel-domain distortion duetie following factors. The inverse HT specified
in the H.264/AVC specification is not strictly liaebecause an integer shift operation is used to
realize the division-by-two. Another factor is thaipping in the reconstruction of the
macroblock partition. However, the difference ipested to be negligible.

V. ONGOING WORK

We have verified using MATLAB and the H.264/AVC eeénce software [5] that the
distortion calculated in transform-domain is vepcarate. We are currently implementing the
proposed approach based on the reference softWarevill provide more detailed performance
evaluation once we have more results.
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